


FIG. 1: An excerpt of the SNA survey presented to students
in a Spring 2015 semester.

(three LAs in a Fall semester and two LAs in a Spring
semester, one overlapping person). In each semester we
collected SNA data five times throughout the duration of
the course. The total number of students enrolled in the
M-MI was 73 and for the EM-MI it was 74. Both sections
of MI were taken by 40 students while a second semester
of physics in a more traditional arrangement was taken
by 10 students from M-MI. The response rates on all sur-
veys but one were over 75% and therefore we disregarded
the survey with an unusually low return (43%) from the
analysis (the last survey in the Fall semester). In our
analysis we are using the last valid survey from the Fall
semester, that is SNA4.

SNA uses the notion of nodes (in our case students en-
rolled in M-MI) and edges (the interactions identified by
students in the survey) to represent the network. From a
graph theoretic perspective, the relative importance of a
node within a graph is determined using centrality mea-
sures. To answer a question: “Who are the most im-
portant nodes in a network?” one has to determine how
central each node is [7]. Evaluating the relative position
of nodes in the network helps to understand the network
and their participants.

There are various measures of centrality that quantify
the importance of nodes and edges. In this paper we will
focus on the four most commonly used measures: degree,
eigenvector, betweenness and closeness (see Fig. 2).

The degree centrality of a node i, CD(i), is the number
of edges connected to it,

CD(i) =

n∑
j=1

xij =

n∑
j=1

xji,

where xij is the value of the edge from node i to node j
(the value being either 1 if the tie is present or 0 other-
wise) and n is the number of nodes in a network. In the
case of a directed network, that is a network that takes
into an account the origin of an edge, one can define two
additional measures of degree centrality: indegree (the
number of ties directed to the node, can be interpreted

as popularity) and outdegree (the number of ties that the
node directs to others, can be interpreted as sociability):

CinD(i) =

n∑
j=1

xji , CoutD(i) =

n∑
j=1

xij .

The eigenvector centrality is the sum of a node’s con-
nections to other nodes weighted by their degrees and
it measures the influence of a node in a network. It is
given by an eigenvector, ~CE , of an adjacency matrix, A,
corresponding to the greatest eigenvalue, λmax, that is

AT ~CE = λmax
~CE .

A is a matrix related to a graph by aij = 1 if a node i is
connected to a node j by an edge and 0 if it is not and
~CE is a vector containing the centralities of all nodes in
the network.

The degree, indegree, outdegree and eigenvector cen-
tralities are very intuitive and relatively easy to calculate.
However, they are all local measures and the network out-
side of the immediate vicinity of a node – i.e., outside the
“ego network” – has no influence on them.

The betweenness quantifies the number of times a node
acts as a bridge along the shortest path linking two other
nodes. It captures the importance of a position within
a whole network and can be interpreted as a measure of
how much control over the flow of information a node
has. It’s given by

CB(k) =

n∑
i6=j 6=k

σij(k)

σij
,

where σij(k) is the number of shortest paths linking node
i to node j that pass through node k, σij the number of
shortest paths linking node i to node j.

The closeness is the inverse of the sum of distances
from all other nodes. It emphasizes a node’s indepen-
dence – a node that is close to many other nodes can
easily reach others without having to rely much on inter-
mediaries, thus gaining an easy access to information in

FIG. 2: In each of the networks above, X has higher cen-
trality than Y according to (a) indegree, (b) outdegree, (c)
eigenvector, (d) betweenness and (e) closeness.



the network. It is a measure of how near an individual is
to all other nodes in a network. Closeness is defined as

CC(i) =
[ n∑

j=1

dij
]−1

where dij is the shortest distance connecting node i to
node j. The network from survey SNA4 using the close-
ness as a measure of importance is visualized in Fig. 3.

To investigate correlations between the students’ cen-
tralities, gender, ethnicity, major of study, final grade
and their persistence in MI, a logistic regression model
(LRM) was used. To avoid confounding factors we per-
formed multivariate logistics regression. All variables sig-
nificant for the univariate analysis were incorporated into
the multivariate model. The comparison of goodness of
fit of multivariate and univariate models was performed
using the likelihood ratio test, with the null hypothesis
stating that the univariate model is a better predictor of
the persistence. The variance inflation factor (VIF) was
calculated to estimate how much the variance of a co-
efficient was inflated because of linear dependence with
other predictors. Finally, the mutual information ap-
proach was used to find the most significant split into
the predicting/non-predicting categories for each of the
centrality measures and the chi-square test was used to
verify significance of this split [8]. For the statistical anal-
ysis we used the R program [9]. We considered results
with p < 0.05 as significant.

III. FINDINGS

We analyze how a student’s position within a social
network in a M-MI course, which strongly emphasizes
interactive learning, impacts their persistence in taking
a subsequent EM-MI course. We consider two cases: (1)
students persistence in physics, i.e., taking any form of
the second semester physics, and (2) students persistence
in MI. We are interested in interactions between students
and therefore we excluded from the network all instruc-
tional staff. Using the Wilcoxon rank-sum test we found
no evidence for a statistically significant differences be-
tween the two population medians (i.e., with and with-
out instructors) for all centralities but closeness. Thus,
for this last measure we considered two cases – without
(closeness) and with (closenessINS) instructors.

As shown in Table I, we found statistically significant
positive correlations with a degree, indegree and closeness
for persistence in physics. For MI we found statistically
significant correlations only for measures considering the
entire social network, that is betweenness and closeness,
and no statistically significant correlations for measures
aimed at the students ego network.

To determine whether our univariate models can be
improved we considered nested multivariate models for
all the statistically significant centrality measures, with
a student’s gender, ethnicity, academic plan (declared

FIG. 3: (Color online) The graph representation of the social
network resulted from the SNA4 data. The nodes represent
students enrolled in the M-MI in Fall 2014 and ties represent
the directed interactions. The size of each node corresponds
to student’s closeness centrality.

major) and a final grade considered as additional pre-
dictors of the persistence. We found that only the grade
made a statistically significant difference in the model
fits. Table II summarizes the results of the logistic re-
gression for both in physics and in MI cases. However,
when we compared the fit of the multivariate models to
the fit of the models reduced to a grade as a sole predict-
ing variable, we found significantly better fit only for the
full betweenness model (χ2(1) = 7.89, p = 0.005). The
variance inflation factor indicates the lack of collinearity
among betweenness and grade (V IF = 1.03).

Finally, to optimize the correlation and to determine
the predictability threshold for centralities we used the

TABLE I: Summary of the univariate logistic regression for
persistence as predicted by various centrality measures. We
considered only networks without instructional staff for all
measures except closeness, for which we analyzed two cases.
ClosenessINS indicates a network with instructors. Signifi-
cant p-values are marked with an asterisk.

In physics In MI
Centrality Estimate p-value Estimate p-value
Degree 0.20 0.016∗ 0.12 0.106

Indegree 0.37 0.018∗ 0.22 0.135

Outdegree 0.27 0.061 0.16 0.188

Eigenvector 0.76 0.516 0.38 0.697

Betweenness −20.40 0.062 −26.22 0.043∗

Closeness 113.36 0.037∗ 94.82 0.032∗

ClosenessINS 119.63 0.035∗ 100.09 0.030∗



TABLE II: Summary of the likelihood ratio test performed
for the multivariate logistics regression with a student’s final
grade considered as additional predictors of the persistence
when compared to the simple models.

Model ∼ Centrality + Grade df χ2 p-value

In
ph

ys
ic
s Degree 2 25.75 < 10−6

Indegree 1 25.83 < 10−6

Closeness 1 26.63 < 10−6

ClosenessINS 1 26.58 < 10−6

In
M
I Betweenness 1 15.28 < 10−4

Closeness 1 11.17 < 10−3

ClosenessINS 1 11.14 < 10−3

mutual information. Table III shows the threshold values
for each centrality measure and its significance level.

IV. DISCUSSION

We find that students with higher certain centrality
measures at the end of the first semester of MI are in fact
more likely to enroll in a second semester of physics. For
the MI sequence, we found that students with low close-
ness seem to be more likely to enroll in a second semester
of MI while degree, indegree and outdegree has no affect
on their decision. On the other hand, students with high
betweenness score tend to either switch to traditional cur-
riculum or to leave physics altogether. Moreover, higher
grades strengthen this negative correlation, that is stu-
dents with high final grades and high betweenness are
the most likely to leave MI but remain in physics.

To explain this discrepancy one needs to understand
what these two measures mean in practice. Closeness can
be thought of as strong embeddedness within the entire
network. Students with high closeness scores are close to
all the other students in the network and thus they have
an easy access to information from many sources. They
are also – by sheer nature of this measure – connected
to many students. This can help them appreciate all the

TABLE III: The threshold value (θ) for each centrality mea-
sure as determined by maximization of the mutual informa-
tion and its significance level measured by the chi-square test.

Centrality θ df χ2 p-value

In
ph

ys
ic
s Degree 1 1 11.05 < 10−3

Indegree 1 1 7.37 0.007

Closeness 0.013 1 8.62 0.003

ClosenessINS 0.012 1 11.61 < 10−3

In
M
I Closeness 0.022 1 4.53 0.033

ClosenessINS 0.021 1 4.53 0.033

benefits of having a strong network of connection within
a classroom. Betweenness, on the other hand, depends
mainly on the position within the network. In practice,
in order to have high betweenness it suffices to be con-
necting clusters otherwise separate. Thus, students with
high betweenness score are not necessarily connected to
many other students.

For physics in general we found a statistically signif-
icant positive correlation between degree, indegree and
closeness. Yet, due to a small sample of students who
took a non-MI physics, this finding requires further study.

It should be kept in mind that a centrality which is
appropriate for one category will often “get it wrong”
when applied to a different category. More importantly,
while centralities identify the most important vertices in
a given network, this ranking cannot be generalized to
the remaining vertices with lower scores - centrality does
not indicate the relative importance of all vertices.

While the correlation with increased persistence is an
ongoing study, these findings suggest that student social
integration influences persistence.
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